Violation of the fluctuation-dissipation theorem and effective temperatures in spin ice
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We present numerical tests of the fluctuation-dissipation theorem (FDT) in the dumbbell model of spin ice with parameters suitable for dysprosium titanate. The tests are made for local spin variables, magnetic monopole density, and energy. We are able to achieve local equilibrium in which the FDT is satisfied down to $T = 0.4$ K below which the system completely freezes. Nonequilibrium dynamics, together with violation of the FDT, are nonetheless observed following a thermal quench into the noncontractable monopole pair regime. Despite FDT violation, an approximate linear response regime allows for the identification of effective nonequilibrium temperatures which are different for each variable. The spin variable appears hotter than the heat reservoir and the monopole concentration responds with a lower effective temperature, while the energy has a negative effective temperature. Results are discussed in the context of the monopole picture of spin ice and compared to the structure of FDT violations in other glassy materials. Prospectives for future experiments are reviewed.
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I. INTRODUCTION

Spin ice materials and models [1] share a number of characteristics with spin glasses [2] and other glassy materials [3]. They show slow dynamics at temperatures below the interaction energy scale [4–12], ergodicity breaking between field cooled (FC) and zero-field cooled (ZFC) protocols [5], and, under certain conditions, appear to show stretched exponential slowing down characteristic of supercooled liquids [13]. It is therefore interesting to borrow tools developed in the field of spin and structural glasses to analyze spin ice in order to understand better the similarities and differences between these different types of frustrated materials undergoing some kind of ergodicity breaking.

Glassy systems, once inside the ergodicity breaking time frame, typically violate the fluctuation-dissipation theorem [14] (FDT) with spontaneous fluctuations and response functions no longer related to one another with a prefactor corresponding to the temperature of the thermal bath [15–20]. Many glassy materials are seen to “age” as they evolve through a hierarchical structure of metastable states [21]. Despite this, integrated response functions often remain proportional to their conjugate correlation functions [15,16] allowing for the definition of an effective temperature [17,18] replacing that of the thermal bath and associated with the explored nonequilibrium states. As a consequence the study of effective temperatures and of the so-called fluctuation-dissipation ratio has proved a rich and powerful tool to study glassy materials and their nonequilibrium aging dynamics at low temperatures [17,19]. FDT violations have been studied in many disordered materials with slow dynamics, such as spin glasses [22–25] and structural glasses [26–30]. The same tools have been applied to scores of nonequilibrium dynam-ics, like coarsening [31,32], nonequilibrium critical dynamics [33–37], sheared complex fluids [38–40], and active matter [41,42]. While FDT violations can of course be generically expected in nonequilibrium regimes, the specific structure of the measured FDT violations in glassy materials has helped in distinguishing different types of aging dynamics [17,19,20].

In this paper we present a numerical study of the fluctuation dissipation theorem, its satisfaction, and violation within the monopole picture of spin ice. We show that, annealing below the FC-ZFC ergodicity threshold [5], the FDT remains satisfied, a result that we argue is consistent with the absence of a hierarchical structure in phase space. However, on making a rapid quench in temperature, which traps a finite concentration of “noncontractable pairs” of monopole quasiparticle excitations [43], we find distinct FDT violations, with different effective temperatures for energy, spin, and monopole degrees of freedom. In particular, the energy shows a negative effective temperature reminiscent of kinetically constrained models of glass forming materials [44–47], where aging dynamics is similarly controlled by localized defects with thermally activated dynamics.

We explicitly limit ourselves to the monopole approximation [48,49], that is, to the dumbbell model [50] in which the magnetic moments of spin ice materials, localized on the nodes of the corner-sharing pyrochlore lattice, are replaced by needles, extended to touch at the centers of the tetrahedra, forming a diamond lattice of vertices; see Fig. 1. The vertices carry monopole charges interacting via Coulomb’s law [49]. The monopole picture has been hugely successful in providing a theoretical framework for such a complex frustrated system, giving a quantitative description of the thermodynamics and a good qualitative description of both the static and dynamic magnetic properties of spin ice materials [51]. To this picture
we highlight two further simplifications which should be separated from the use of the monopole Hamiltonian. First we limit ourselves to periodic boundary conditions and secondly we model the real dynamics using Metropolis dynamics. This choice corresponds, at the microscopic level, to modeling spin ice simulations and refer to a dimensionless length scale, fixing the Boltzmann constant to unity. Taking an estimate for the magnetic moment μ < \frac{\mu_B}{4} \approx 87 μ_0 is the permeability of free space, and μ < 0 is the chemical potential [52,64,65].

The rest of the paper is organized as follows. In Sec. II we review the dumbbell model and the numerical techniques used to study dynamical correlation and response functions. In Sec. III we review the FDT adapted to spin ice models. In Sec. IV we show numerical data revisiting the slow dynamics at low temperature where the influence of the rapidly falling monopole density is strongly enhanced by the presence of defects, of open boundaries, and of the temperature dependence of the microscopic tunneling process [10,11,53].

The monopole approximation for spin ice is captured by the dumbbell model [49,51,63] in which the pointlike dipole moments of the DSI are replaced by magnetic needles which touch at the centers of the tetrahedra. The magnetic flux is channeled down the needles, so that they carry dumbbells of magnetic charge ±m/\alpha, where m is the magnetic moment and \alpha is the distance between tetrahedron centers. Configurations with two spins in and two out are by construction charge neutral and the total charge on site i is Q_i = 0, ±Q, ±2Q, with Q = ±2m/\alpha the monopole charge. Also by construction in this model, the ensemble of Pauling states are exactly degenerate, so that the model violates the third law of thermodynamics. The Hamiltonian for excitations above the extensively degenerate ground state is

\[ H_{db} = \frac{u}{2} \sum_{i \neq j} \left( \hat{n}_i \hat{n}_j - \mu \sum_{i} \hat{n}_i^2 \right), \]

where \hat{n}_i = Q_i/Q = 0, ±1, ±2 is a site occupation variable, r_{ij} is the distance between sites i and j, u = \frac{\mu_B Q}{4\pi} is the Coulomb energy scale, \mu_0 is the permeability of free space, and μ < 0 is the chemical potential [52,64,65].

Throughout the paper we follow standard notation for spin ice simulations and refer to a dimensionless length L, measured in cubic units. Each cubic cell contains 16 spins (dumbbells) so that the number of tetrahedra (monopole sites) is N_0 = 8L^3. We index diamond lattice sites hosting the monopoles with i, j and on the pyrochlore lattice sites hosting the spins by k, λ. Quantitative measures refer to the spin ice material Dy_2Ti_2O_7 (DTO) for which we take the the diamond lattice constant to be a = 4.36 Å, the nearest neighbor spin distance r_m = \frac{2}{\sqrt{2}} a = 3.56 Å, and cube length a_c = \frac{2}{\sqrt{3}} a \approx 10.1 Å (see Fig. 1) [66]. We use the kelvin energy scale, fixing the Boltzmann constant to unity. Taking an estimate for the magnetic moment m = 9.87μ_B [67] yields u = 2.88 K and μ = −4.35 K.

Dynamics are simulated using a Metropolis Monte Carlo algorithm for dumbbell flips between their discrete orientations. Through the dumbbell flips the charges associated with the monopole quasiparticles move, are created, or are
destroyed in nearest neighbor pairs. The long range nature of the Coulomb interaction is dealt with using the Ewald summation method. Time steps are recorded as Monte Carlo moves per dumbbell (MCS). Spin configurations at each step can be recovered by replacing each dumbbell by the corresponding spin.

The emergent monopole picture can also be cast in the language of a lattice field which can be decomposed into “longitudinal,” “transverse,” and “harmonic” components via a lattice Helmholtz decomposition [61,62,68]. The monopoles can be reconstituted from the longitudinal part \( m \), with the leftover, defined by the constraints of fixed spin density, shared between the other two components. The divergence-free transverse component \( d \) has characteristic dipolar correlations [69,70]. With periodic boundaries and in zero field, the harmonic term can be set to zero to an excellent approximation, so that for each microstate the spin at site \( \kappa \) can be written

\[
S_\kappa = S_\kappa^m + S_\kappa^d.
\]

Vector fields can be built at each site by multiplying the components by the local unit vectors connecting the diamond lattice sites with appropriate sign convention [62]. The closed loops of the transverse component provide the residual entropy as the temperature falls to zero while the energy (of the monopoles) is carried uniquely by the longitudinal component. In Fourier space, the two components fall parallel and perpendicular to the propagation vector \( \vec{q} \) defined within the first Brillouin zone. This apparent fragmentation of the magnetic moments into two orthogonal parts generates a form of spin-charge separation in which magnetic monopoles and transverse spin components develop largely independent fluctuations and response functions.

### III. FLUCTUATION-DISSIPATION THEOREM

#### OUT OF EQUILIBRIUM

**A. Fluctuation-dissipation theorem**

The fluctuation-dissipation theorem (FDT) relates the equilibrium fluctuations of an observable \( A \) (in this case extensive) to the linear response to an applied field \( f \) conjugate to \( A \), such that the Hamiltonian at finite \( f \) is \( H(f) = H(0) - fA \).

Starting an experiment at time \( t = 0 \) in equilibrium and applying a field perturbation at time \( t_w \geq 0 \), the variable \( \langle A(t) \rangle \) is measured at time \( t \geq t_w \), where the brackets stand for an ensemble average. This setting provides a general form for the FDT:

\[
\chi_A(t, t_w) = \frac{\partial \langle A(t) \rangle}{\partial f(t_w)} = \frac{1}{T} [C_A(t, t) - C_A(t, t_w)].
\]

with \( C_A(t, t_w) = \langle A(t)A(t_w) \rangle - \langle A(t) \rangle \langle A(t_w) \rangle \). The proportionality constant, \( 1/T \), between left and right hand functions illustrates the fact that the FDT is indeed explicitly derived in the conditions of thermodynamic equilibrium. In addition, in equilibrium the functions depend on a single time variable, the time difference, \( t' = t - t_w \). Taking \( t' \to \infty \) we find the static limit, \( \chi_A = \frac{\partial \langle A \rangle}{\partial f} = \frac{1}{T} (\langle A^2 \rangle - \langle A \rangle^2) \).

Defining the normalized response and autocorrelation functions

\[
\tilde{\chi}_A(t, t_w) = \frac{\chi_A(t, t_w)}{C_A(t, t)},
\]

\[
\tilde{C}_A(t, t_w) = \frac{C_A(t, t_w)}{C_A(t, t)},
\]

the FDT in Eq. (3) takes the very simple form \( T \tilde{\chi}_A = 1 - \tilde{C}_A \) and can be tested graphically by making parametric plots of \( T \tilde{\chi}_A \) as a function of \( 1 - \tilde{C}_A \), with FDT satisfaction corresponding to a straight line of unit slope.

Starting at \( t = 0 \) from a nonequilibrium situation such as a thermal or field quench [71], the FDT may in principle be violated, requiring the insertion into Eq. (4) of a further parameter, \( X_A(t, t_w) \), called the fluctuation-dissipation ratio, such that

\[
T \tilde{\chi}_A = X_A(t, t_w)(1 - \tilde{C}_A).
\]

with \( X_A(t, t_w) = 1 \) at equilibrium. In principle, if one waits long enough, so that \( t_w \) exceeds all relaxation times of the system, equilibrium behavior and the FDT will be recovered with \( X_A \to 1 \). However, in glassy regimes the equilibrium relaxation times may exceed all possible observation times with the result that they appear permanently out of equilibrium, with corresponding violations of the FDT and \( X_A \neq 1 \).

In following such protocols for systems where time-translation invariance is not satisfied, either \( t \) or \( t_w \) can be varied as the control parameter, although varying \( t_w \) can be extremely time consuming, as each measurement requires an independent procedure for each value of \( t_w \). This problem is particularly acute when the fluctuation-dissipation \( X_A(t, t_w) \) has a nontrivial time dependence, since its mathematical definition via Eq. (5) requires using \( t_w \) as the appropriate time variable [72]. This problem can be fully circumvented in numerical simulations by using the no-field techniques [24,30,73] described in Appendix, in which the linear response to the applied field can be extracted directly from derivatives of the Boltzmann weights in zero field. With this innovation, numerical simulations varying \( t \) or \( t_w \) become equivalent in computational effort as both correlation and response functions are evaluated in the same set of unperturbed simulations.

In certain model systems showing a thermodynamic glass transition, \( X_A(t, t_w) \) can be shown to be a constant [16], different from unity, allowing for the definition of an effective temperature [18],

\[
T_{\text{eff}} = \frac{T}{X_A},
\]

associated with out of equilibrium fluctuations. No such definition can be made in more realistic models showing glassy behavior, but \( X_A(t, t_w) \) does appear approximately linear in many numerical simulations [27,30,38,39,74] and in some experiments [28,29].

This phenomenology has been an important development over the past three decades as it provides a test of possible universal behavior of the nonequilibrium dynamics of systems with very long relaxation times. This has been largely triggered by the analytic study of a broad family of mean-field
glassy models in their aging regime [15,16,75]. A unique effective temperature shared by all physical observables is found in supercooled liquids [27,39,40], which are characterized by a clear separation of time scales with a unique slow relaxation mechanism. Kinetically constrained and non-mean-field models of glasses partly share this phenomenology [72], but reveal in addition the possibility of an absolute negative effective temperature when considering energy fluctuations and response functions [44–47]. This striking result directly follows from the thermally activated nature of the microscopic aging motion in such systems, whereby increasing the temperature leads to an acceleration of the energy decrease, and thus to negative response functions [44].

By contrast, spin glasses are characterized, at least at mean-field level, by a more complex hierarchy of relaxation time scales [76], leading to a fluctuation-dissipation ratio which becomes a function rather than a simple number. This finding has direct, deep connections to the Parisi overlap distribution describing the spin glass order in equilibrium at low temperatures [15,77–79]. Physically, one can associate an effective temperature to each relaxation time scale, and the emergence of multiple time scales suggests the possibility that distinct effective temperatures can also emerge.

Critical dynamics in pure ferromagnets also display remarkable universal violation of the FDT with the fluctuation-dissipation ratio taking a universal value uniquely dependent of the universality class [33–37]. Coarsening and domain growth processes in ordered phases are characterized by an effective temperature which asymptotically diverges or, equivalently, by a vanishing fluctuation-dissipation ratio [31,32].

With few notable exceptions [25,80] most experiments dedicated to tests of FDT violations in aging glassy materials are not performed in the time domain but rather in Fourier space [28,29,81–84]. In this case, the FDT relates the fluctuation spectral density \( S(\omega) \) of a given observable at frequency \( \omega \) to the out of phase linear susceptibility \( \chi''(\omega) \) at the same frequency:

\[
S(\omega) = \frac{2k_B T}{\pi \omega} \chi''(\omega),
\]

and its generalization introduces a frequency-dependent fluctuation-dissipation ratio as the ratio between the right and left hand sides of Eq. (7). In the case where the fluctuation-dissipation ratio is a simple number in the slow regime, then the time and frequency domain approaches yield similar results [18], with a linear relation between response and fluctuations with an effective temperature replacing the thermal bath temperature.

**B. Correlation and response functions in spin ice**

We adapt the FDT formalism to three different observables in the dumbbell model of spin ice. The first is the local moment on each site, \( \kappa \). This is an Ising-like variable whose conjugate field, \( h_\kappa \), lies parallel or antiparallel to the axis joining the two tetrahedron centers which the spin connects. The relevant correlation function

\[
\bar{C}_\kappa(t, t_w) = \frac{\langle \kappa(t) \kappa(t_w) \rangle - \langle \kappa(t) \rangle \langle \kappa(t_w) \rangle}{\langle \kappa(t) \rangle \langle \kappa(t) \rangle - \langle \kappa(t) \rangle ^2}
\]

is related to the local spin susceptibility \( \chi_\kappa = \frac{\partial \langle \kappa \rangle}{\partial h_\kappa} \) and measurements are taken from a configurational average over the \( N \) spins.

Secondly, we consider fluctuations of the configurational energy \( E \) calculated from Eq. (1) through the response and correlation functions \( \bar{C}_E(t, t_w) \) and \( \bar{C}_E(t_w, t) \). In the language of a fluid in the grand ensemble, one might call this a number enthalpy as for each configuration \( E = U_c - \mu N \) contains both the Coulomb energy \( U_c \) and the energy cost of creating \( N = \sum |\delta h_i| \) magnetic monopoles. In principle one should also take into account the cost of creating double monopoles (tetrahedra with all spins pointing in or out) but for the temperatures used in this paper these can be safely neglected. The conjugate field for the energy is a dimensionless temperature change, \( \alpha = \frac{\delta T}{T} \). The response function in the static limit is then closely related to the specific heat at constant chemical potential, \( C_\mu \), which is equivalent to the magnetic specific heat in zero field, \( \chi_E = \frac{\partial E}{\partial \mu} = TC_\mu \).

Finally, we consider fluctuations in the monopole concentration, choosing as for the spins a local measure, \( |\delta h_i| \), with conjugate field, a local chemical potential, \( \mu_i = \mu + \delta \mu_i \), and with the response and correlation functions \( \bar{C}_Q(t, t_w) \) and \( \bar{C}_Q(t_w, t) \). The response function, \( \chi_Q = \frac{\partial \langle |\delta h_i| \rangle}{\partial \mu} \), is closely related to the monopole compressibility, \( \frac{\partial N}{\partial \mu} \).

**IV. DYNAMICS AT EQUILIBRIUM**

**A. Low-temperature dynamics**

The evolution of magnetic time scales extracted from ac susceptibility measurements [5] on Dy\(_2\)Ti\(_2\)O\(_7\) is largely captured by stochastic monopole dynamics in the dumbbell model [6] and through spin dynamics in the DSI [10,11,52,85]. On cooling, the measured time scale exhibits a plateau-like region between 10 K and 4 K before entering a regime of rapid change in which the characteristic time increases faster than an Arrhenius law, before leaving the experimental time window for temperatures below around 0.65 K [5]. The latter also corresponds to the ergodicity breaking temperature between field-cooled and zero-field-cooled protocols for dc susceptibility measurements. The increasing time scale is directly related to the fall in monopole density, with the non-Arrhenius behavior mostly due to the Coulomb interaction between monopoles and the increased screening length as temperature is reduced. As Coulomb screening falls to zero at low temperature, one might expect expect the time scale to approach an Arrhenius law, \( \tau = \tau_0 \exp(-\mu/T) \), with \( \mu = -4.35 \) K [52,64] and \( \tau_0 \) a microscopic time scale.

Experimental results differ in two details. First, the characteristic time slows down beyond this limit [4,5,7–10] and, secondly, rather than a single time scale, a spread of times appears at each temperature [86] and some measurements suggest stretched exponential behavior [10,12]. Possible corrections to the monopole picture to account for these differences include moving from the dumbbell model back to the spins of the DSI which reintroduces a finite bandwidth for the Pauling states [10,52,87], considering open rather than periodic boundaries which can introduce multiple time scales and stretched exponential decay, or the effects of defects or configuration-dependent microscopic tunneling.
rates, both of which increase time scales at low temperature [10,11].

Here we show that finite-size effects, even in this simple model, also provide corrections to the above theoretical result and longer than expected time scales at low temperature. We calculate the spin-spin autocorrelation function, $C_S(t, 0) = \tilde{C}_S(t)$, with a configurational average made over the $N$ spins. As this is a local measure, it contains the diagonal terms of a magnetic correlation function only. Previous studies have shown that inclusion of off-diagonal terms makes no significant difference to the measured decay of correlations with time [6,10], at least down to the magnetic ergodicity temperature, while use of the local function allows for much better statistics allowing us to extract data at lower temperature.

Data are shown in Fig. 2 for temperatures between 0.8 and 0.4 K, for a fixed system size, $L = 6$, with correlations averaged over 2000 initial equilibrium configurations. As can be seen from the logarithmic time axis, at each temperature the correlation function falls to zero at a single, well defined time scale $\tau$ and the decay is well represented by an exponential decay, $C_S(t) \approx \exp(-t/\tau)$. The value of $\tau$ increases rapidly with decreasing temperature and exceeds $10^7$ MCS for $T \lesssim 0.4$ K. Given that the microscopic tunneling rate is estimated to be in the millisecond range [6], this would correspond to experimental time scales of several hours.

The evolution of $\tau$ with inverse temperature is also shown in Fig. 2. Linear behavior would correspond to an Arrhenius law, $\tau = \tau_0 \exp(\Delta E/T)$, with a slope giving the characteristic energy scale $\Delta E$. Shown also is Arrhenius behavior for both $\Delta E = |\mu|$ and $\Delta E = 2|\mu|$. It is clear that, in this temperature range, the behavior remains non-Arrhenius and the energy scale at the lowest temperature considerably exceeds that set by the monopole chemical potential. The reason is that, for $L = 6$ (1728 diamond lattice sites), on reducing the temperature, one rapidly enters a regime where the average number of monopoles in the system is less than two, so that for most configurations there are none. Setting $n = 2D_1/\Delta E = \frac{1}{2} \exp(\mu/T)$, the density expected for the Coulomb fluid at low temperature [63], gives a temperature $T = 0.62$ K, which is also the threshold temperature of earlier studies. Below this temperature crossover, monopoles are confined by the periodic boundaries and the system must be excited through an energy scale of $2|\mu| = 8.7$ K to create monopoles that are then free to decorrelate the system. This is the crossover we are observing in Fig. 2. This finite-size effect is rather stylized to be directly relevant for experiment but it is consistent with the effect of adding defects to the DSI, which appear to generate a longer time scale in the decay of correlation functions [10]. It also illustrates how mosaics and grain boundaries could lead to nonuniversal long-time behavior, as seen in the ensemble of experimental results.

Despite this change of regime to finite-size or mosaic-driven long time scales, we are able to equilibrate down to temperatures somewhat below the experimental ergodic threshold, consistent with the most recent low temperature neutron scattering and specific heat measurements on Dy$_3$Ti$_2$O$_7$ [88]. This observation begs a rather subtle question concerning the emergence of a topological time scale characterizing magnetic relaxation which is different from the local equilibrium time scale exposed here. At low temperature, a change in the magnetization requires the flipping of an extended string of spins, giving ultimately a change in topological sector as the monopole concentration falls to zero [89]. Although a detailed analysis is beyond the scope of the present paper, these results suggest the possibility of an ergodic time scale for such sector fluctuations that exceeds that for local equilibrium, in which local measures find their zero-field equilibrium values. Calculation of the response function for the local spin variable, rather than the bulk magnetization, allows us to bypass this delicate question, which we leave for future work.

**B. FDT at equilibrium**

In Fig. 3, we show the parametric plot for the local spin correlation and response functions, $\tilde{\chi}_S$ and $C_S$ for $T = 1$ K, where equilibration is easily achieved. The data is taken by varying total time $t$ with $t_{eq}$ held fixed, with $L = 6$. The system is started at $t = 0$ in an equilibrium configuration and results are averaged over 5000 independent runs. The longest times correspond to $1 - C_S \approx 1$, so that spins are fully decorrelated. As expected, the FDT is satisfied with a high degree of
FIG. 3. FDT for spin ice in equilibrium. Top: Parametric plot of $T \tilde{\chi}_S$ vs $1 - \tilde{\chi}_S$, for the spin-spin autocorrelation function and spin susceptibility for the dumbbell model for $T = 1$ K. The line shows the predicted FDT result. Bottom: Parametric plot of $T \tilde{\chi}_E$ vs $1 - \tilde{\chi}_E$, for the energy autocorrelation function and susceptibility for the dumbbell model for $T = 0.6$ K. The line shows the predicted FDT result.

accuracy over the whole spectrum of correlation and response. Lowering the temperature, the correlation times increase but, as shown above, local equilibrium can be achieved down to $T = 0.4$ K, with corresponding satisfaction of the FDT. This is illustrated in Fig. 3, lower panel, where we show data for the energy $E$ at $T = 0.6$ K, temperature close to the magnetic ergodicity breaking and for which the FDT is also clearly satisfied.

However, the exponentially diverging time scale guarantees that equilibration, local or otherwise, is excluded at lower temperatures. For example, our results suggest that moving to $T = 0.2$ K would give a relaxation time scale $\tau \sim \tau_0 \exp(40) \sim 10^7$ years for dysprosium titanate. Over the vast majority of this time scale a finite system would have a monopole population of zero, which ensures that a system near equilibrium would be completely frozen throughout any experimental time window. As a consequence, low temperature states with measurable dynamics must, by construction, be far from equilibrium.

V. NONEQUILIBRIUM DYNAMICS

A. Noncontractable pairs

A class of nonequilibrium states showing measurable dynamics at ultralow temperatures are those with a finite concentration of “noncontractable” monopole pairs [43], which are illustrated in Fig. 4. Here, annihilating the nearest neighbor monopole pair would lead to an energy gain, $|2\mu - u| = 5.82$ K, so that far below this energy scale such defects would disappear at equilibrium. However, the constraints of spin ice are such that flipping the spin separating the monopole pair creates a pair of double monopoles rather than annihilating the charge. As a consequence, charge annihilation requires movement of the quasiparticles around an external path and passage over an energy barrier. As a result such a pair can be locked in a metastable state over a finite period of time after the system is quenched from a high temperature state (the opposite temperature protocol would not yield any interesting metastability). A detailed discussion of this process was provided in Ref. [43].

Here we confirm the key role played by the Coulomb interaction through a study of the dumbbell model. A minimal path for monopole annihilation is a hexagon of six tetrahedra with a maximum separation of third nearest neighbor on the diamond lattice. Using the parameters quoted here for Dy$_2$Ti$_2$O$_7$, the energy barrier, $\Delta E$ for the annihilation of an isolated noncontractable pair is around 1.4 K. Such a barrier would give an Arrhenius time scale, $\tau \sim \tau_0 \exp(14) \sim 10^6$ MCS at $T = 0.1$ K, which suggests the existence of slow, but accessible dynamics down to this temperature scale.

Monopole-monopole interactions are the key to the pair formation. A nearest neighbor monopole interaction corresponds to second neighbor spin interactions, while the isotropic nature of the monopole picture comes explicitly from summing terms of the original DSI to infinite distance [56]. Hence, even though truncating the Coulomb potential could speed up the numerics, the long range interactions would still be playing a crucial role.

To access such states we performed thermal quenches [43] from an initial temperature $T_0 = 1$ K, where the equilibrium monopole concentration is relatively high, to a target, much lower temperature $T$. In Fig. 5 we show the time evolution of $\langle n \rangle = \langle N / N \rangle$ and $\langle E \rangle$ with the time spent since the quench. Starting from the equilibrium monopole concentration at $T_0 = 1$ K, $n \sim 0.2$ per tetrahedron, $\langle n(t) \rangle$ falls rapidly, for all temperature. For $T = 0.3$ K and above, the monopole

FIG. 4. Noncontractable pair of charges (left). Flipping the central spin does not annihilate the charges but instead creates two double charges (right).
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VIOLATION OF THE FLUCTUATION-DISSIPATION RELATIONSHIP

FIG. 5. Monopole concentration (top) and energy (bottom) following a quench at $t = 0$ from $T_0 = 1$ K to a final temperature $T$. For a quench below 0.3 K, a plateau regime appears for both quantities.

concentration falls towards its (very low) equilibrium value in a few hundreds of Monte Carlo steps. Below this crossover temperature, the quench is sufficiently violent to trap a finite concentration of noncontractable pairs, forming a concentration plateau whose lifetime increases rapidly with decreasing the quench temperature $T$. This behavior is accurately paralleled in the energy function as, once the free particles have been annihilated, the energy depends almost entirely on the small concentration of isolated and locally confined charge pairs; see Fig. 5.

The apparition of two time scales following a quench means that spin ice undergoes a simple form of aging, whereby correlation functions depend on both times $t$ and $t_w$ following the quench and not just the time difference, $t - t_w$, as in equilibrium. In Fig. 6 we show the normalized local charge correlation function, $\tilde{C}_Q(t, t_w)$, following a quench to $T = 0.12$ K for different fixed values of $t_w$. In the initial regime in which free monopoles are annihilated, the correlation function depends strongly on $t_w$ but it becomes independent, for $t_w > 100$ Monte Carlo steps, as one enters the regime of metastable pair confinement. In this regime the correlation function depends on $t - t_w$ only, as in equilibrium, although we stress that the system remains far from equilibrium. Similar behavior is found for both energy and spin correlations, despite the fact that most spins spend the majority of their time completely frozen.

In Fig. 7 we show $\tilde{C}_Q(t, t_w)$ for different quench temperatures, for fixed $t_w = 2000$ MCS. As anticipated [43], the relaxations closely follow an exponential decay from which one can extract an associated time scale, $\tau_Q$. As shown in the lower panel, the temperature evolution of $\tau_Q(T)$ closely follows an Arrhenius law, with an energy barrier $\Delta E_Q \approx 1.3$ K, close to but slightly lower than the estimated Coulomb energy barrier ($\approx 1.4$ K) for activated monopole hopping around a hexagon ring. This small difference could be explained by taking into account the interactions between the bound monopole pairs. Taking this to be a random dipole interaction of order

$$\delta E \sim \frac{\mu m^2}{\pi L^3}$$

(9)
gives an energy scale $\delta E \sim 0.1$ K. This scale, which is the correct order of magnitude, could then be used as a parameter in a stochastic decay model [43] that captures the small shift in time scales from the Coulomb estimate.

B. FDT violations in the noncontractable pair regime

The existence of a nonequilibrium regime with measurable fluctuations allows us to test the FDT in a nonequilibrium environment for the three designated variables, $|\hat{\mathcal{N}}|$, $S_\kappa$, and $E$. In each case data was collected both for fixed $t_w$ varying $t < t_w$ and for fixed $t_w$ varying $t \geq t_w$. The resulting parametric plots are shown in Figs. 8 and 9. To help with interpretation, we remind the reader that the horizontal axis, $1 - C_A \sim 0$, and that the equilibrium FDT appears as a straight line of slope unity in this representation.
FIG. 7. Top: Normalized time autocorrelation functions of the local charge as a function of total time $t$ for fixed waiting time $t_w = 200$ after a quench from $T = 1$ K. Bottom: Estimated relaxation times $\tau_Q$ from the data in the upper panel are well described by an Arrhenius law with energy scale $\Delta E \approx 1.3$ K.

The FDT is clearly violated in all cases. Remarkably, in each case we observe that the fluctuation-dissipation ratio, $X(t, t_w)$, is approximately constant over the accessible range of correlations, allowing for the association of an effective nonequilibrium temperature, Eq. (6). However, this temperature appears different for each variable, which shows that the nonequilibrium problem does not simply translate to an effective equilibrium problem, with phenomenology reproduced by a minimal variational principle. On the contrary, this is a more complex situation in which each quantity has its own fluctuation amplitude without the constraints set by the second law of thermodynamics. This type of finding is consistent with results for glassy systems characterized either by well-separated time scales [18,75,79], or systems with independent degrees of freedom [90,91].

Figure 8 shows data for charge fluctuations, calculated using both $t_w$ (upper) and $t$ (lower) as the variable parameter. The data are consistent for short times, giving approximately linear behavior and a constant value for $X_Q$ around $X_Q \approx 2.3$. Hence the data in this region depends on the time difference $t - t_w$ only, as in equilibrium. For $1 - \tilde{C}_Q$ greater than 0.5 the two methods give different results, indicating a clear two time dependence. Mathematically the fluctuation-dissipation ratio is defined by using $t_w$ as the variable [72], and this representation should therefore be preferred. Indeed, the data indicate a much simpler structure of the FDT plot in this representation with a well-defined effective temperature characterizing the charge degrees of freedom over the entire time regime.

Figure 9, upper panel, shows data for the local spin variables $S_\kappa$ with $t_w$ as the variable parameter. The small scale on both the horizontal and vertical axes reflects the inaccessible relaxation time scale for the spin degrees of freedom as most of the spins remain completely static over the simulation time scale. As a result only small corrections from $\tilde{C}_S = 1$ are observable. The parametric plot of response and correlations can nevertheless be approximated reasonably well over this
The variable parameter is the waiting time \( \tau \) spin variable, \( S \approx \) correlation range by a constant fluctuation dissipation ratio, following a quench to \( T = 0.1 \) K (see Sec. III). The variable parameter is the waiting time \( 500 < \tau < 1 \) at fixed \( t = 3.6 \times 10^5 \) MCS. Results are for \( L = 6 \) and data are averaged over \( 4 \times 10^5 \) initial configurations. The solid black line corresponds to equilibrium FDT with dotted line representing constant \( X \) values as shown. Bottom: As for upper panel for the effective temperature of freedom. Such an increase in effective spin temperature is compatible with the case of glasses and spin glasses following a temperature quench [22,25,27,74].

The response to nonequilibrium energy fluctuations is at first sight even more surprising. The data shown in Fig. 9 (lower panel) yield a negative slope, indicating a negative effective temperature. We observe \( X_E \approx -0.7 \), and so \( T_{\text{eff}} = T/X_E \approx -0.14 \) K, again using \( \tau_w \) as the appropriate variable parameter. Varying \( t \) at fixed \( \tau_w \) yields qualitatively similar results. Negative temperatures have also been observed in kinetically constrained models of glasses showing slow dynamics [44–46]. Here, the negative value for \( X_E \) was associated with a dynamic evolution via thermally activated processes involving localized defects rather than by the evolution within a hierarchical free energy landscape provided by a mean-field analysis. This is indeed the case also here: Noncontractable pairs are essentially isolated, decaying via the thermally activated process discussed above. Intuitively, increasing the temperature (which is the field conjugate to the energy) therefore increases the rate of relaxation of the number of pairs. Consequently, after the initial decay following the quench, a linear increase of the applied temperature at \( \tau_w \) lowers the observed energy after a fixed time \( t - \tau_w \) as energy relaxes faster at higher temperature, which then naturally gives a negative response to a positive impulse field. As a result, the fluctuation-dissipation ratio between response and correlation becomes negative. It is a nontrivial finding that the negative fluctuation-dissipation ratio takes, to a good approximation, a unique value, thus mimicking an equilibrium system with a negative absolute effective temperature.

VI. DISCUSSION

In this paper we have shown numerically that the dumbbell model of spin ice can be forced into a nonequilibrium...
regime in which the fluctuation-dissipation theorem isviolated. This is the noncontractable pair regime [43] in which neutral pairs of magnetic monopoles are locally confined by the constraints of spin ice. The pairs relax via the passage over an energy barrier of the order of one kelvin, allowing for slow but measurable dynamics down to 100 mK. We have measured FDT violations associated with three quantities: Local spin variables, local monopole occupation number, and total energy. Despite the expected FDT violation, in each case the relation between fluctuations and response was found to be approximately linear, allowing for the definition of effective nonequilibrium temperature. This very simple structure of the FDT violation is not trivial at all and could not have been anticipated on simple grounds. It therefore seems remarkable that a unique quantity, the fluctuation-dissipation ratio, is able to characterize the time-dependent relation between response and correlation functions in the far from equilibrium aging regime of spin ice. The effective temperatures were found to be different in the three cases. The spin variables appear to be at a higher temperature than that of the heat reservoir and the monopole concentration responds at an apparent lower temperature, while the energy has an effective temperature which is negative.

The difference in response temperature for the spin and monopole variables appears as a direct consequence of the fractionalization of dipolar elements into magnetic monopoles [49]. As the monopoles only eat up a small fraction of the total spin density [61], the monopoles and total spin can behave quasi-independently, which is the case here. The spin activity is enhanced with respect to equilibrium at such low temperatures of approximately 100 mK, which reflects the higher effective temperature but the monopoles are locally confined into pairs and have considerably reduced mobility. It is possible that this is reflected in the reduced effective temperature. In aging and sheared supercooled liquids characterized by a single glassy time scale, a unique value of the effective temperature is observed [27,39], but in that case all observables are dynamically strongly coupled. Clearly, spin ice has a richer physical behavior with two independent variables.

In kinetic models of glass-forming materials, the negative energy response to an increase in the temperature is a direct result of the thermally activated relaxation over energy barriers. In these models [44–46], microscopic or mesoscopic objects indeed relax independently via local energy barriers. As a consequence, on heating, the energy is relaxed more easily towards its lower equilibrium value via the faster motion of the defects, thus producing negative response functions and negative fluctuation-dissipation ratio. Clearly, the bound pair regime of spin ice is another example of this physics as the bound pairs are essentially independent, two-body metastable states. The similarity of the results for the energy degree of freedom shows that the analogy extends to the out of equilibrium regime. It would be interesting to see whether the measured value of the fluctuation-dissipation ratio, \( \chi_F \approx -0.7 \), can be theoretically rationalized in the framework of the diffusion-annihilation process proposed in Ref. [43], following the type of field-theoretical analysis done for kinetic glass models [44–46].

It would also be interesting to study FDT relations in artificial spin ice [93–96] and colloidal ice systems [97]. These mesoscopic systems have the advantage that monopoles are directly observable in real space and that the accuracy of the monopole picture can be tuned to some extent [98,99]. In these experimental systems the initial paradigm is slightly different in that attaining equilibrium, real or effective [100,101], for any situation is a formidable challenge so that an experiment in which the FDT were satisfied would already be a very interesting result. From here, performing quenches into the noncontractable pair regime with observation of FDT violations would seem a feasible project.

The above analogies with glass-forming materials and kinetic glass models therefore confirm that, despite FDT violations, the noncontractable pair regime does not have the kind of hierarchical energy landscape structure that characterizes spin glasses [43]. The noncontractable pairs do themselves carry a magnetic dipole moment so that there is a collective dipolar interaction between them. It is therefore conceivable that they could show dipolar glass behavior on a much lower temperature scale, but the separation of energy scales here is such that a regime of this kind is beyond the scope of our work.

The bound pairs are formed following a quench from 1 K, where the monopole concentration is still high, to target temperatures below 0.3 K. Above this quench temperature the pairs fail to form and the concentration falls rapidly to the equilibrium value as if the system had been annealed. For a finite size system in this temperature range most microstates of the equilibrium measure have zero monopoles so that spin fluctuations essentially stop here. On annealing we were able to equilibrate down to around 0.4 K and the FDT was satisfied down to this limit, consistent with recent specific heat measurements [88] and with preliminary magnetic noise measurement [102]. Hence, for the chosen variables, following an annealing protocol, we find that the system progresses from an equilibrium to a frozen state without an intermediate regime showing nonequilibrium dynamics.

There is of course the potential for the development of hierarchical dynamics through the existence of closed loops of spin flips moving the system from one constrained spin ice configuration to another through the band of Pauling states. However, in the dumbbell model, like in the nearest-neighbour spin ice model, such states are degenerate so that any hierarchy must be entropy driven. The time and length scales necessary to address such subtle questions are at present out of reach. Moving back to the dipolar spin ice model lifts this degeneracy, opening up the possibility of a loop glass and hierarchical behavior on the energy scale of this bandwidth; that is, around 150 mK [60]. Reopening the bandwidth takes us beyond the monopole picture [13,56,59] and into a realm in which defects and realistic boundaries will also be essential ingredients [10]. That is, glassy behavior could be possible on this small energy scale but our results suggest that it will be extrinsic, depending on corrections to the monopole picture and to the translational symmetry of the pyrochlore lattice.

In preliminary experiments [102] measuring magnetic noise and response in the frequency domain, the FDT is confirmed over the full frequency spectrum down to 0.6 K. There is partial confirmation down to 0.4 K but, at this lowest temperature, time scales are so long that measurements are limited to the relatively high frequency, short time scale regime. These...
preliminary measurements therefore confirm the results from the monopole picture that exclude FDT violations in this temperature range. Corrections to this picture, although of great interest, will be subtle and present considerable experimental challenges.

Far from equilibrium states in spin ice materials, with high monopole density, are attainable through field assisted monopole avalanche quench protocols \cite{71,103,104} with quenches going well below the required 300 mK. Magnetic noise measurement below this temperature range is a challenging experimental problem but our results suggest that the effort could be worth it as it will offer a robust regime of nonequilibrium response with measurable FDT violations. The origin of these violations can be found in the simplest monopole description of spin ice and they should resist the many corrections to this picture offered here and in the wider literature.
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APPENDIX: COMPUTATION OF RESPONSE FUNCTIONS WITHOUT INTRODUCING A FIELD

The usual way to determine the response function of a given observable \( A \) is to run two different kinds of simulations: The first one with the Hamiltonian without perturbation, \( H_0 \), and the second one with the perturbed Hamiltonian, \( H_0 - f A \), which defines the field \( f \) conjugate to the observable \( A \). We wish to measure the time-integrated response function and so the time evolution of the field \( f \) is

\[
    f = \begin{cases} 
        0 & \text{if } t < t_w, \\
        \varepsilon & \text{if } t \geq t_w.
    \end{cases}
\]

In both kinds of simulations, the time evolution of \( A(t) \) is computed, and then an ensemble average is done over a series of independent initial configurations. The response function is eventually obtained as the finite derivative

\[
    \chi(t, t_w) = \frac{\partial (A(t))}{\partial f} \approx \frac{1}{e^{\varepsilon} - 1} \left\{ (A(t))_0 - (A(t))_0 \right\}_{t \geq t_w}.
\]

Numerically, \( \varepsilon \) has to be small so that the finite derivative is a good approximation to the true derivative (linear response regime), but it cannot be too small; otherwise, the signal would be smaller than the statistical noise.

Another point to mention is the fact that each \( t_w \) requires two sets of simulations (with and without the conjugated field), which ultimately results in a heavy computational load. This led us to implement instead a no-field method to obtain the direct response functions from unperturbed simulations \cite{24,30,73}.

If \( P(\sigma \rightarrow \sigma') \) is the probability to accept a Monte Carlo move from the configuration \( \sigma \) to the configuration \( \sigma' \), then

\[
    \langle A(t) \rangle = \sum_{ic} A(t) P(\{\sigma(t_u)\} \rightarrow \{\sigma(t)\}),
\]

where the sum runs over independent initial configurations. The integrated linear response is thus given by

\[
    \chi(t, t_w) = \sum_{ic} A(t) \frac{\partial}{\partial f} P(\{\sigma(t_u)\} \rightarrow \{\sigma(t)\}),
\]

where the derivative with respect to the field can be evaluated exactly.

Using a Markov chain of single spin flip with Metropolis rates, one can express the total probability as a product over each attempted Monte Carlo move,

\[
    P(\{\sigma(t_u)\} \rightarrow \{\sigma(t)\}) = \prod_{t' = t_u}^{t} \mathcal{W}(t' \rightarrow t' + 1),
\]

with the probabilities \( \mathcal{W}(t \rightarrow t + 1) \) directly following from the Metropolis acceptance rate, namely

\[
    \begin{aligned}
        0 & \quad \text{if } \sigma(t + 1) \text{ cannot be reached from } \sigma(t), \\
        1 & \quad \text{if } \Delta H < 0, \\
        e^{-\beta \Delta H} & \quad \text{if } \Delta H \geq 0 \text{ and the spin flip is accepted}, \\
        1 - e^{-\beta \Delta H} & \quad \text{if } \Delta H \geq 0 \text{ and the spin flip is rejected}.
    \end{aligned}
\]

One can then express the derivative in Eq. (A4) to get

\[
    \frac{\partial}{\partial f} P(\{\sigma(t_u)\} \rightarrow \{\sigma(t)\}) = \frac{\partial}{\partial f} \ln \mathcal{W}(t' \rightarrow t' + 1),
\]

so that finally

\[
    \chi(t, t_w) = \sum_{ic} A(t) \left( \sum_{t' = t_u}^{t} \frac{\partial}{\partial f} \ln \mathcal{W}(t' \rightarrow t' + 1) \right)
\]

\[
    \times P(\{\sigma(t_u)\} \rightarrow \{\sigma(t)\})
\]

\[= \langle A(t) R(t_w, t) \rangle,
\]

which defines the quantity

\[
    R(t_w, t) = \sum_{t' = t_u}^{t} \frac{\partial}{\partial f} \ln \mathcal{W}(t' \rightarrow t' + 1).
\]

If the observable is \( A \), and its conjugate field is \( f \), then \( \beta H \rightarrow -\beta H + \beta f A \), and then one can express the derivatives explicitly:

\[
    \frac{\partial}{\partial f} \ln \mathcal{W}(t' \rightarrow t' + 1) = \begin{cases} 
        +\beta \Delta A & \text{if } \Delta H \geq 0 \text{ and the spin flip is accepted}, \\
        -\frac{\beta \Delta A}{e^{\beta \Delta H} - 1} & \text{if } \Delta H \geq 0 \text{ and the spin flip is rejected}, \\
        0 & \text{otherwise}.
    \end{cases}
\]

The key point of the method is the evaluation of integrated response functions in Eq. (A7), which involves the product of two physical observables that can be evaluated explicitly during the course of the simulation followed by an ensemble.
average with no perturbing field. Therefore, linear response is valid by construction and a single set of simulations is needed as the perturbing field is never applied. In addition, several physical observables can be analyzed in the course of a single simulation. The only drawback is that the statistical noise affecting Eq. (A7) can become quite large, especially if long time scales are needed and this may imply using a large number of initial configurations.